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What language does an LLM speak?

No Italian Language!



What languages does LLaMa-2 speak?

90% English pre-training data 

Other languages (German, French, 
Chinese, Spanish, Dutch, Italian, 
Japanese, Polish, Portuguese, …) 
less than 2% training data

8% training data “unknown” 
(includes programming code data)



LLaMAntino

We applied the following training pipeline to the LLaMA2 models:

Language Adaptation: model training on generic data in Italian

Fine Tuning: model training on instruction data in Italian



LLaMAntino LLaMA 2 LLaMA 2 Chat
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Language Adaptation



LLaMAntino: fine-tuned models

LLaMAntino 2

7B/13B

LLaMAntino 2 dolly
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LLaMAntino: chat model

LLaMAntino 2 Chat LLaMAntino 2 UltraChat

7B/13B 7B/13B



LLaMAntino: 70B model

https://huggingface.co/swap-uniba/LLaMAntino-2-70b-hf-UltraChat-ITA 

Language Adaptation
+

UltraChat fine-tuning

https://huggingface.co/swap-uniba/LLaMAntino-2-70b-hf-UltraChat-ITA


LLaMAntino: computational resources
All models were trained on the Leonardo HPC

Language Adaptation Fine-tuning

4-bit quantization, QLoRA, SFTTrainer Fully-Sharded Data Parallel (FSDP)

3 nodes for a total of 12 GPUs A100 64GB 2 nodes for a total of 8 GPUs A100 64GB

LoRA parameters: attention dimension (64), 
scaling parameter (16), dropout (0.1).
Single GPU batch size (8).
Steps (25K)
Text length of (1024)

Single GPU batch size (16).
Epochs (3 for 7B, 5 for 13B).
Text length (1024)

~100.000 Leonardo hours ~50.000 Leonardo hours



LLaMAntino ANITA (Llama-3)
Supervised fine-tuned + DPO using several English datasets

https://huggingface.co/swap-uniba/LLaMAntino-3-ANITA-8B-Inst-DPO-ITA 
https://arxiv.org/pdf/2405.07101 

ORPO-DPO-mix-40k v1.2

Language
Adaptation

https://huggingface.co/swap-uniba/LLaMAntino-3-ANITA-8B-Inst-DPO-ITA
https://arxiv.org/pdf/2405.07101


https://chat.llamantino.it/ 

https://chat.llamantino.it/


https://huggingface.co/spaces/FinancialSupport/open_ita_llm_leaderboard 

https://huggingface.co/spaces/FinancialSupport/open_ita_llm_leaderboard


● A family of LLMs for the Italian language
● A set of basic models that can be fine-tuned according to specific 

downstream tasks in Italian
● A powerful model for building conversational agents
● A replicable and scalable pipeline that can be applied to several LLMs
Ongoing works…
● Development of application in specific domains: PA, Health, Security, …
● Multimodal extension using LLaVA
● Extend the pipeline to other LLMs (Mistral, Mixtral, Llama 3.1, Phi, …)
● CALAMITA…



CALAMITA - Challenge the Abilities of LAnguage Models in ITAlian
● A collaborative effort to develop a dynamic and growing benchmark for evaluating 

LLMs’ capabilities in Italian
○ short-term: building the benchmark through a series of challenges collaboratively 

construed by the research community
○ long-term: a suite of tasks in the form of a benchmark which can be accessed 

through a shared platform and a live leaderboard
● The first call expired on May 17th

○ 22 benchmark proposal!!!
○ the 1st version of the benchmark will be presented in December at CLiC-it 2024
○ the benchmark will be included in the Language Model Evaluation Harness

https://clic2024.ilc.cnr.it/calamita/ 

https://clic2024.ilc.cnr.it/calamita/
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