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Egocentric vision or first-person vision is a
sub-field of computer vision that entails
analyzing images, videos captured by a
wearable device, which is typically worn on the
head or on the chest and naturally
approximates the visual field of the camera
wearer.

Consequently, visual data capture the part of
the scene on which the user focuses to carry
out the task at hand and offer a valuable
perspective to understand the user’s intents
and activities and their context in a
naturalistic setting.

This research area is sometimes referred with
the name “Wearable Vision”.

Egocentric (First Person) Vision



What’s Relevant in EgoVision? A top-down approach
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A lot of data!

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An Outlook into the Future of Egocentric Vision.  International Journal of Computer Vision.



What’s Relevant in Egovision? Scenarios

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An Outlook into the Future of Egocentric Vision.  International Journal of Computer Vision.

EGO-HOME
EGO-TOURIST

EGO-POLICE
EGO-DESIGNER

EGO-WORKERProcedures are everywhere!



Task: Given a video segment st and its previous video 
segment history, models have to: 1) determine previous 
keysteps (to be performed before st); infer if st is 2) 
optional or 3) a procedural mistake; 4) predict missing 
keysteps (should have been performed before st but 
were not); and 5) next keysteps (for which dependencies 
are satisfied).

Procedure Understanding

Grauman et al. (2024). Ego-Exo4D: Understanding Skilled Human Activity from First- and Third-Person Perspectives. In Conference on Computer Vision and Pattern Recognition (CVPR)

Procedural activities are sequences of key-steps aimed at achieving specific goals.



Lots of Ego-data available for Procedure Understanding
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Are Synthetic Data Useful for Egocentric Hand-
Object Interaction Detection? 

Leonardi, R., Furnari, A., Ragusa, F., & Farinella, G. M. (2024). Are Synthetic Data Useful for Egocentric Hand-Object Interaction Detection? An 
Investigation and the HOI-Synth Domain Adaptation Benchmark. European Conference on Computer Vision (ECCV)

Data and Code: https://fpv-iplab.github.io/HOI-Synth/
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Data Generation Pipeline

Data and Code: https://fpv-iplab.github.io/HOI-Synth/

HOI-Synth Dataset – Automatically Labeled

https://fpv-iplab.github.io/HOI-Synth/


Can synthetic data help to train models? 

Data and Code: https://fpv-iplab.github.io/HOI-Synth/

https://fpv-iplab.github.io/HOI-Synth/


Results - EPIK-Kitchens VISOR

Similar behaviour is observed for the 
EgoHOS and ENIGMA-51 datasets (see the paper)
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Egocentric Action Scene Graphs for Long-
Form Understanding of Egocentric Videos

Ivan Rodin, Antonino Furnari, Kyle Min, Subarna Tripathi, Giovanni Maria Farinella (2024). Action Scene Graphs for Long-
Form Understanding of Egocentric Videos. In Conference on Computer Vision and Pattern Recognition (CVPR 2024) .

Subarna 
TripathiKyle Min

CODE AND DATA: https://github.com/fpv-iplab/EASG

https://github.com/fpv-iplab/EASG


Problem
How to represent egocentric videos for long-term understanding?

• Understand sequences of activities 
performed by the camera wearer in 
different physical locations

• Egocentric video is by its own nature 
long-form

• Egocentric vision systems require algorithms 
able to represent and process video over 
temporal spans that last in the order of 
minutes or hours

• Examples of applications are action 
anticipation, video summarization, and 
episodic memory retrieval

• Lack of a comprehensive and long-form
representation of videos that algorithms
can rely on

• Popular highlevel human-gathered
representations being in the form of
textual narrations, verb-noun action labels,
temporal bounds for action segments, object
bounding boxes, object state changes, and
hand-object interaction states, are all
short-range representations describing
temporal spans lasting few seconds.



Egocentric Action Scene Graphs (EASG)

Ivan Rodin, Antonino Furnari, Kyle Min, Subarna Tripathi, Giovanni Maria Farinella (2024). Action Scene Graphs for Long-
Form Understanding of Egocentric Videos. In Conference on Computer Vision and Pattern Recognition (CVPR 2024) .



Extending Ego4D with Egocentric Action Scene Graph Representations

Ivan Rodin, Antonino Furnari, Kyle Min, Subarna Tripathi, Giovanni Maria Farinella (2024). Action Scene Graphs for Long-
Form Understanding of Egocentric Videos. In Conference on Computer Vision and Pattern Recognition (CVPR 2024) .

CODE AND DATA: https://github.com/fpv-iplab/EASG

Ego4D-EASG Dataset

EASG Annotation Pipeline 

https://github.com/fpv-iplab/EASG


EASG Generation Task

Verb-features: extracted 
with SlowFast model

Bbox-features: Faster-RCNN 
RoIAlign features

Ivan Rodin, Antonino Furnari, Kyle Min, Subarna Tripathi, Giovanni Maria Farinella (2024). Action Scene Graphs for Long-
Form Understanding of Egocentric Videos. In Conference on Computer Vision and Pattern Recognition (CVPR 2024) .



EASG Generation - Qualitative Result Examples

Ivan Rodin, Antonino Furnari, Kyle Min, Subarna Tripathi, Giovanni Maria Farinella (2024). Action Scene Graphs for Long-
Form Understanding of Egocentric Videos. In Conference on Computer Vision and Pattern Recognition (CVPR 2024) .



Action Anticipation Summarization

Long-Form Downstream Tasks

Ivan Rodin, Antonino Furnari, Kyle Min, Subarna Tripathi, Giovanni Maria Farinella (2024). Action Scene Graphs for Long-
Form Understanding of Egocentric Videos. In Conference on Computer Vision and Pattern Recognition (CVPR 2024) .

CODE AND DATA: https://github.com/fpv-iplab/EASG

https://github.com/fpv-iplab/EASG
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PREGO: online mistake detection in 
PRocedural EGOcentric videos

Alessandro Flaborea, Guido D'Amely, Leonardo Plini, Luca Scofano, Edoardo De Matteis, Antonino Furnari, Giovanni Maria Farinella, 
Fabio Galasso (2024). PREGO: online mistake detection in PRocedural EGOcentric videos. In Conference on Computer Vision and 
Pattern Recognition (CVPR 2024) 

Antonino Furnari Giovanni M. Farinella



Detecting Mistakes in Egocentric Video

● Understand when the user makes a 
mistake to assist them;

● Current methods rely on labeled 
mistakes, which are hard to obtain;

● We argue that mistake detection should 
be one class and online.

Alessandro Flaborea, Guido D'Amely, Leonardo Plini, Luca Scofano, Edoardo De Matteis, Antonino Furnari, Giovanni 
Maria Farinella, Fabio Galasso (2024). PREGO: online mistake detection in PRocedural EGOcentric videos . In 
Conference on Computer Vision and Pattern Recognition (CVPR 2024) 



Detecting Mistakes in Egocentric Video

A model of what 
“should be”

Alessandro Flaborea, Guido D'Amely, Leonardo Plini, Luca Scofano, Edoardo De Matteis, Antonino Furnari, Giovanni 
Maria Farinella, Fabio Galasso (2024). PREGO: online mistake detection in PRocedural EGOcentric videos . In 
Conference on Computer Vision and Pattern Recognition (CVPR 2024) 



Detecting Mistakes in Egocentric Video

Alessandro Flaborea, Guido D'Amely, Leonardo Plini, Luca Scofano, Edoardo De Matteis, Antonino Furnari, Giovanni 
Maria Farinella, Fabio Galasso (2024). PREGO: online mistake detection in PRocedural EGOcentric videos . In 
Conference on Computer Vision and Pattern Recognition (CVPR 2024) 



Differentiable Task Graph Learning: 
Procedural Activity Representation and Online Mistake 

Detection from Egocentric Videos

Luigi Seminara, Giovanni Maria Farinella, Antonino Furnari (2024). Differentiable Task Graph Learning: Procedural Activity 
Representation and Online Mistake Detection from Egocentric Videos.  ArXiv: https://arxiv.org/abs/2406.01486

CODE IS AVAILABLE:
https://github.com/fpv-iplab/Differentiable-Task-Graph-Learning

https://github.com/fpv-iplab/Differentiable-Task-Graph-Learning


Task Graph Learning

Graph Learned Adjacency Matrix Training Sequence
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(a) Example Task Graph

Current key-step 

Task Graph Maximum Likelihood Loss

(b) Task Graph Learning as Maximum Likelihood Estimation

An example task graph 
encoding dependencies in 
a “mix eggs” procedure

We learn a task graph which 
encodes a partial ordering between 
actions represented as an adjacency 
matrix Z

Task Graphs are 
learned from input 
action sequences 

We propose the Task Graph Maximum Likelihood (TGML) loss 
directly supervises the entries of the adjacency matrix Z 
generating gradients to maximize the probability of edges 
from past nodes (K3, K1) to the current node (K2), while 
minimizing the probability of edges from past nodes to future 
nodes (K4, K5) in a contrastive manner.



Task Graph Transformer
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See paper for the details

Luigi Seminara, Giovanni Maria Farinella, Antonino Furnari (2024). Differentiable Task Graph Learning: Procedural Activity 
Representation and Online Mistake Detection from Egocentric Videos.  ArXiv: https://arxiv.org/abs/2406.01486

CODE IS AVAILABLE:
https://github.com/fpv-iplab/Differentiable-Task-Graph-Learning

https://github.com/fpv-iplab/Differentiable-Task-Graph-Learning


Qualitative Results

Luigi Seminara, Giovanni Maria Farinella, Antonino Furnari (2024). Differentiable Task Graph Learning: Procedural Activity 
Representation and Online Mistake Detection from Egocentric Videos.  ArXiv: https://arxiv.org/abs/2406.01486

CODE IS AVAILABLE:
https://github.com/fpv-iplab/Differentiable-Task-Graph-Learning

https://github.com/fpv-iplab/Differentiable-Task-Graph-Learning


Online Mistake Detection with Generated Task Graphs

Luigi Seminara, Giovanni Maria Farinella, Antonino Furnari (2024). Differentiable Task Graph Learning: Procedural Activity 
Representation and Online Mistake Detection from Egocentric Videos.  ArXiv: https://arxiv.org/abs/2406.01486



Procedure Understanding from Egocentric Videos

Take home messages
Procedure Understanding opens many research challenges
as well as the new and useful applications in different
domains to support humans where they live and work
(e.g. Ego-Worker, Ego-Home, …);



Procedure Understanding from Egocentric Videos
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Human Object Interaction Detection

3
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time

The research 
community has 
collected huge 
amount of data and 
has defined 
fundamental 
research tasks and 
benchmarks;

HOI, Long-form 
Understanding 
(Anticipation, 
Summarization), 
and Mistake 
Detection are key 
tasks in this 
context;



Procedure Understanding from Egocentric Videos

Temporal Action Segmentation Gaze-Based Mistake Detection

Object-Interaction Anticipation



Procedure Understanding from Egocentric Videos

Despite promising attempts there are still a lot
of progress to be done to solve challenges in
this research context. Join the effort!



Thank you for your attention

Procedure Understanding from Egocentric Videos
Giovanni Maria Farinella

FPV@Image Processing Laboratory - http://iplab.dmi.unict.it/fpv

Next Vision - http://www.nextvisionlab.it/

Department of Mathematics and Computer Science - University of Catania 

giovanni.farinella@unict.it - www.dmi.unict.it/farinella

Spin-off of the University of Catania

http://iplab.dmi.unict.it/fpv
http://www.nextvisionlab.it/
mailto:giovanni.farinella@unict.it
http://www.dmi.unict.it/farinella

